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be subjects of rights, and thus other moral subjects have obligations in relation to 
them,16 can be moral agents that make moral decisions,17 and can be members of 
human communities.18 The functioning of AI objects in the social environment 
creates a new situation for common morality. Regardless of the opinion of pro-
grammers (whether or not it is a conscious machine) and philosophers (whether 
or not to assign the MS to new objects), common sense judgments are already 
being spontaneously formulated infl uencing the way we treat artifi cial entities and 
the hybrid systems we create with them. 

AI AS A POTENTIAL MORAL SUBJECT

When considering the moral subjectivity and the MS of AI, it is necessary 
to clarify the very concept of AI, which has been a challenging task since its 
introduction, and some researchers believe  that this is  an unrealistic goal at 
the current stage of research.  At a general level,  there is consensus that AI 
is the attempt “to make a computer work like a human mind”.   According to 
Lindes, the concept “artifi cial intelligence” should be used in two main senses, 
which the researcher labels as AI1 and AI2. According to him, AI1 refers to 
the quality of intelligence in the man-made computing systems, which can be 
compared and contrasted with natural intelligence.  AI2,  on the other hand, is 
a fi eld of study that deals with the design, construction and evaluation of AI1 
systems, i.e. artifi cial systems that manifest intelligence. Because the defi nition 
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of AI2 depends on how we understand AI1, which in turn depends on how we 
understand intelligence itself, defi ning AI depends on precisely defi ning intel-
ligence as such. This is problematic because only in the fi eld of psychology this 
term is considered controversial and there is no consensus on a single defi nition 
(as many as 28 new ones have been proposed in the previous decade).23

Despite the diffi culties in defi ning AI, it is easier to identify AI examples, 
referred to as rational agents—systems that receive percepts from the environ-
ment and perform actions.24 The agents act as “intelligent tools,” and many of 
them operate under marketing names (e.g., virtual assistants: Amazon’s Alexa, 
Apple’s Siri). They are driven by various types of algorithms (e.g., search, 
machine learning, evolutionary, artifi cial neural networks), and when combined 
with a physical body they become examples of “embodied” AI (e.g., self-driving 
cars, robots). Human beings, when interacting with AI-based systems, intention-
ally or unknowingly create hybrid systems.25 The degree of fusion with artifi cial 
entities can be described on a continuum of cyborgisation: from interaction with 
static (PC), mobile (smartphone) and wearable technologies (smart-glasses), 
to augmentation (fusing artifacts with the human nervous system).26 This fu-
sion can be explicit, as in the case of human-cobot systems in the production 
process, but it can also be implicit to the user of the technology. An example of 
this are the algorithms that control the mathematical and statistical representa-
tion of each Internet user, which, according to Deleuze, can be described as 
“dividual.”27 This bank of data is created by the activity of the Internet user, 
but his “mind” is made up of algorithms beyond his control and suggesting 
customised content. Reacting to it makes the human being (individual) and the 
“dividual” function in a continuous feedback loop, providing data and reacting 
to it. They unknowingly meld together to form a kind of augmented mind,28 
which can be referred to in a working way as the “hybrid self.”
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Later in this paper, the results of a study on the assignment of the MS to AI-
driven artifacts will be presented. Due to the fact that this process is informal, 
intuitive reasoning, it is worth looking at how AI is understood by the users 
themselves. The surveys conducted in seven countries (e.g., USA, Germany, 
China) show that public awareness of AI seems to depend on the visibility of 
its use.29 It was found that 90% of respondents were aware that a voice assistant 
(visible AI) was based on AI, while only one in three respondents associated 
online shopping websites, video streaming services and social media (unvisible 
AI) with AI. The obtained results correspond to the results of studies, which 
captured differences in the understanding of AI by experts (IT specialists) and 
laymen.30 As it turns out, for people with expert knowledge, AI is primarily 
“algorithmic systems” (e.g. image generation algorithm), while for laymen, it 
is mainly “nature imitating systems” (e.g. humanoid robot). When categorising 
AI examples, experts are mainly guided by functional features, while laymen 
also consider structural features of the systems. The functions of “algorithmic 
systems” are cognitive, related to performing the so-called objective tasks 
(e.g., pattern recognition), while “nature imitating systems” perform tasks that 
seem subjective in nature (based on emotions and intuition).31 

The identifi cation of AI with embodied, imitating entities found in nature 
should be attributed to contact with “AI narratives” present in pop culture, 
which include “portrayals of any machines (or hybrids, such as cyborgs) to 
which intelligence has been ascribed, which can include representations un-
der terms such as robots, androids or automata.”32 Some narratives are non-
fi ctional (e.g., TV news) and some are fi ctional (e.g., sci-fi  fi lms). In non-fi ction 
AI narratives, attention is paid mainly to the examples of “weak” AI, while 
the heroes of fi ction AI narratives are the examples of AGI. In the latter case, 
they not only talk and walk, but are capable of feeling human emotions, have 
elements of self-awareness and free will. In addition, they are characterised by 
exaggerated corporeality (e.g., T-800 in Terminator, 1984) and hypersexuality 
(e.g., Ava in Ex Machina, 2015), they have superhuman resistance to pain and 
indestructibility.33
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